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Who am I

Amaya Dharmasiri

● BSc. Engineering (Electronics and Telecommunications)
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Sri Lanka

● Research Assistant

Department of Computer Vision

Mohammad Bin Zayed University of Artificial Intelligence

United Arab Emirates

Google Scholar

https://scholar.google.ch/citations?user=a1MvT1AAAAAJ&hl=en


What is Learning



‘The activity or process of gaining knowledge or skill by studying, practicing, 
being taught, or experiencing something.’

Merriam Webster dictionary 

‘A computer program is said to learn from experience E with respect to some 
class of tasks T and performance measure P, if its performance at tasks in T, 
as measured by P, improves with experience E.’

Tom Mitchell



Traditional Programming vs Machine 
Learning



Adding 2 numbers - Traditional Programming

Google Colab notebook 

https://colab.research.google.com/drive/150P38inNFsQ-Xt0LudXvOgibjQYggwlf?usp=sharing


Adding 2 numbers - Machine Learning

● Data - Dataset  (Data, Label)
● Learning - An inductive bias, A learning algorithm 
● Evaluation



The concept of Learning in a ML system

● Learning = Improving with experience at some task
○ Improve over task T,
○ With respect to performance measure P,
○ Based on Experience, E.



Why Machine Learning

● For many problems, it’s difficult to program the correct behavior by hand
● Hard to code up a solution by hand (e.g. vision, speech) 
● System needs to adapt to a changing environments, customize themselves for 

individual users (e.g. spam detection) 
● Mimic humans and replace monotonous tasks that require intelligence (e.g. handwritten 

digit recognition)
● Want the system to perform better than the human programmers 
● Develop systems that are too difficult/expensive to construct manually because they 

require specific details skills/knowledge for the task (the knowledge engineering 
bottleneck)



Types of Machine Learning



AI, ML, and DL







Neural Networks!



https://www.3blue1brown.com/

https://www.3blue1brown.com/


























Neural Networks!



























































































How did it all start?



Where are we now?

Let’s play!

https://playground.tensorflow.org/#activation=tanh&batchSize=10&dataset=circle&regDataset=reg-plane&learningRate=0.03&regularizationRate=0&noise=0&networkShape=4,2&seed=0.25846&showTestData=false&discretize=false&percTrainData=50&x=true&y=true&xTimesY=false&xSquared=false&ySquared=false&cosX=false&sinX=false&cosY=false&sinY=false&collectStats=false&problem=classification&initZero=false&hideText=false


A recipe

1. Should I use ML on this problem? I Is there a pattern to detect? I Can I solve it analytically? I Do I have 
data? 

2. Gather and organize data. I Preprocessing, cleaning, visualizing. 

3. Establishing a baseline. 

4. Choosing a model, loss, regularization, ... 

5. Optimization (could be simple, could be a Phd...). 

6. Hyperparameter search. 

7. Analyze performance & mistakes, and iterate back to step 4 (or 2).



State-of-the-art models

What is CLIP?

CLIP is a neural network trained on a 
large set (400M) of image and text pairs.

 

Colab notebook - CLIP

https://colab.research.google.com/github/openai/clip/blob/master/notebooks/Interacting_with_CLIP.ipynb


State-of-the-art models (Additional)

What is T5?

A text-to-text encoder 
decoder model

Colab notebook - T5

https://colab.research.google.com/github/google-research/text-to-text-transfer-transformer/blob/master/notebooks/t5-trivia.ipynb


Some other cool models and applications

https://openai.com/dall-e-2/

https://imagen.research.google/ 

Other cool stuff

https://openai.com/dall-e-2/
https://imagen.research.google/


Do you really need Machine Learning?





● Ethics
● Data
● Interpretability
● Deterministic system
● Reproducibility 

https://www.springboard.com/blog/data-science/when-not-to-use-ml/

Key limitations of Machine Learning



1. Data related issues - Garbage in, Garbage out - should have enough 
reliable data

2. Interpretability- ML models are often black box models
3. Technical debt - 
4. Better alternatives - A simple solution that takes 1 week to build that is 90% 

accurate will almost always be chosen over a machine learning model that 
takes 3 months to build that is 95% accurate, Simpler= Better

https://towardsdatascience.com/4-reasons-why-you-shouldnt-use-machine-learning-639d1d99f
e11

Why shouldn’t I use Machine Learning
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Wake-word Detection

Face/Person Detection

Gesture Detection

https://machinelearning.apple.com/research/enabling-hand-gesture


